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Conditional Gaussians



Conditional pdf

» the conditional pdf p!¥ of z given ¥ = Ymeas is

D(T, Ymeas)

ly —
z =
P ( , ymeas) py(ymeas)



Conditional mean and covariance

» the conditional mean of = given y is

E(I | y= ymeas) = /ffp‘y(m: ymeas) dz
this is a function of Ymeas

» the conditional covariance of z given y is

cov(e|y = w) = E( (2 — f(w) (¢ ~ f(w))" |y = w)

here f(w) = E(z|y = w). The conditional covariance is also a function of Ymeas



Conditional pdf for a Gaussian

Suppose z ~ N (0, %), and

= Z1 N = Y11 Y2
To Yo1 XYoo

Suppose we measure z2 = y. We would like to find the conditional pdf of z1 given z2» =y

» Is it Gaussian?
» What is the conditional mean E(:vl |z2 = y) of z1 given 2

» What is the conditional covariance cov(zi | z2 = y) of z1 given z27



Conditional pdf for a Gaussian

» the pdf of z is
p”(z) = c1 exp (—;:ﬂTle)

» by the completion of squares formula

ol I 0 (B11 — 2122;21221)_1 0 I _2122521
s I 0 Sl |o I
» hence
"2 e = (21 — Laa)"T (21 — Lz2) + 23 85y 2
where

T=%1— 21222_21221 L= 21222_21



Conditional pdf for a Gaussian

» the conditional pdf of z1 given z2 is therefore

. 1 - 1 e
P (z1,y) = exp (—z(wl — Ly)"T (21 — Ly) — zyTEmly)

C1
p°2(y)

C1 1 r 1 1 Trp—1
= exp| — -y 255y |exp| —=(z1 — Ly) T “(z1 — Ly )
=) ( S5 ) ( S(e1 = Ly)"T (&1 — Ly)

» therefore pl®2(z1,y) is Gaussian

p/"(z1,y) = ca(y) exp (-;(931 — Ly) T (21 — Ly))

where c»(y) is such that /plwz (z1,y)dz1 =1



Conditional pdf for a Gaussian

» If z ~ N(0,X), then the conditional pdf of z1 given z2 = y is Gaussian

» The conditional mean is
E(z1 |22 = y) = D105 y

it is a linear function of y
» the conditional covariance is
-1
COV(I:1 |(Dz = y) = 211 — 212222 221

it does not depend on y



Conditional pdf for a Gaussian

» Here
cov(z)= | 2 OF
108 1
» We have
L=0.8 T =1.36
» Hence

E(Il |$2 = 2) =1.6

cov(zy |z2 =2) =0.8
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